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Abstract—In high-performance DSP systems, the memory
bandwidth can be improved using high-density interconnect
technology and appropriate memory mapping. High-density
MCM and flip-chip solder bump technology is used to achieve
a system with an I/O bandwidth of 100 Gb/s/cm2 die. The use
of DRAMs in these systems usually make the performance of
these systems poor, and some algorithms make it difficult to fully
utilize the available memory bandwidth. This paper presents
the design of an fast Fourier transform (FFT) engine that gives
SRAM-like performance in a DRAM-based system. It uses almost
100% of the available burst-mode memory bandwidth. This FFT
engine can compute a million-point FFT in 1.31 ms at a sustained
computation rate of 8.64 1010 floating-point operations per
second (FLOPS). This is at least an order of magnitude better
than conventional systems.

Index Terms—Chip-package codesign, fast Fourier transform
(FFT), seamless high off-chip connectivity (SHOCC).

I. INTRODUCTION

H IGH-PERFORMANCE DSP applications, like synthetic
aperture radar (SAR), require extremely large computa-

tion rates and have large working data sets. By using a high-den-
sity interconnect technology like seamless high off-chip con-
nectivity (SHOCC), memory bandwidth can be improved. As
the demand for higher resolution DSP systems increases, the
computation rate is expected to reach tera floating-point oper-
ations per second (TFLOP) rates. These applications involve
manipulations to large data volumes (1 GB or more), which
makes it necessary from a cost point of view to use DRAMs in
these systems. DRAMs, due to their refresh and row access cy-
cles, would be expected to perform much worse than SRAMs in
most cases. In addition, signal processing algorithms are mostly
memory starved, and one expects that increasing the memory
bandwidth would improve performance. Some algorithms make
it difficult to fully utilize the available memory bandwidth. The
work reported in this paper focuses on how large DRAM-based
DSP systems that are capable of high sustained memory per-
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formance can be built using SHOCC technology. Depending on
the application, an efficient memory management scheme can
lead to better memory bandwidth utilization and give almost
SRAM-like performance.

SHOCC is a combined packaging, interconnect, and IC de-
sign technology aimed at providing system-level integration by
using very high density solder bump and thin-film technologies
[1], [2]. The purpose of this paper is to show how the use of such
a technology can result in a radical performance improvement in
a specific application. We show that a five-layer thin-film mul-
tichip module (MCM), together with a 140- m flip-chip solder
bump technology can be used to achieve a peak I/O bandwidth
of 100 Gb/s/cm die without compromising noise performance.
The key to achieving this performance is the use of a redistri-
bution layer with a local ground. There are several applications
that can benefit from such high I/O bandwidth including net-
working and graphics.

In this paper, we take a large fast Fourier transform (FFT)
system to demonstrate the performance gains that can be
achieved when combined with an efficient memory mapping
scheme and a better utilization of available resources. We chose
an FFT system to demonstrate this, since the FFT is the most
challenging and time consuming part in many signal processing
algorithms, and is difficult to map onto DRAMs.

The rest of the paper is organized as follows. Section II dis-
cusses the signal integrity related issues which determine the
maximum bandwidth that can be obtained from the SHOCC
technology. Section III presents the results obtained after sim-
ulating the SHOCC transmission line. Section IV summarizes
the results of the simulation in terms of the overall bandwidth
available from the SHOCC technology. Section V discusses the
physical architecture of the FFT system, i.e., the layout of the
memory and the microaccelerators on the SHOCC substrate, the
details of the microaccelerator chip and the sequence of opera-
tions of the FFT system. Section VI describes the logical archi-
tecture of the design. The focus in this section is on two schemes
that help improve the performance of the FFT system: 1) the
memory management scheme which extracts the maximum pos-
sible performance out of DRAMs and 2) the twiddle factor gen-
eration scheme, which is crucial for the successful operation of
the FFT. We finally conclude by analyzing the performance of
the FFT engine in Section VII.

II. SIGNAL INTEGRITY IN DENSELY ROUTED SUBSTRATES

This section looks at various circuit-related aspects like
the substrate cross section, number of routing layers, routing
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Fig. 1. Two-stage breakout routing approach.

pitches, etc., that maximize the bandwidth between two die
interconnected via a SHOCC substrate. These issues are gov-
erned by the number of signals that need to be routed from
each chip and the routing strategy used. In our design, we have
limited our alternatives to those that use only two layers for
routing. This reduces the cost of the substrate processing. Other
constraints used in the design, to reduce processing costs, are to
use a minimum trace width of 10 m and not more than 50 m
of the total substrate stackup. The trace thickness is 2 m in all
cases considered.

The number of signal I/Os that need to be routed out per chip
(the architecture is presented in Section IV), including control
signals, in the design is around 2000. To add more flexibility
to the design, we have used a stricter estimate of around 2500
signal I/Os to be routed out per chip. In addition, the ratio of
power and ground bumps to I/O bumps is assumed to be 1:1.
This means that a total of 5000 bumps need to be placed on
each chip. For a 1 cm 1 cm chip, the bump pitch required
to support these many bumps is 140 m. A two-stage breakout
approach has been assumed as shown in Fig. 1. In the initial
phase of the breakout, the routing pitch between the traces in the
two layers is small. This makes the crosstalk noise in this phase
very high. In the intermediate phase, the routing becomes XY
in nature, and mutual coupling (and, hence, crosstalk) between
traces on the two layers becomes very small. In the final phase,
the routing pitch is determined by the routing under the DRAMs
and is larger than the pitches in the first two phases. This phase
contributes least to the total crosstalk noise. To determine the
routing pitches as shown in Fig. 1, we have also assumed an
overhead of 15%–20% to account for the loss of area due to
power and ground vias.

A. Modeling and Simulation of SHOCC Lines

To model the SHOCC transmission line, R, L, and C parame-
ters were first extracted using Maxwell’s Q-3D parameter ex-
tractor [3]. For the crosstalk noise analysis, we extended the
model used in [4], to include the couplings from all the nearest
neighbors. A SHOCC line, driven by a five-stage driver (with a
stage ratio of 3), was then simulated in SPICE. The signal starts
from the output of driver and goes through 0.2-mm on-chip
line. It then travels through a via to the solder bump on the
long off-chip SHOCC line. At the other end of the SHOCC
line, it goes through another solder bump, a second 0.2 mm
of an on-chip segment, and finally to the receiver. The on-chip

Fig. 2. Equivalent circuit model used for crosstalk simulations.

segments account for the distance that the signal has to travel
from the driver/receiver to the nearest solder bump. This value
of the on-chip segment length and the R, L, C parameters for the
on-chip segment and the solder bump has been kept the same as
in [4], [5]. Fig. 2 shows a segment of the SHOCC transmission
line which includes the coupling effects of the nearest neigh-
bors. The various parameters in the figure are explained below:

1) resistance per unit length of a trace;
2) self capacitance per unit length of a trace;
3) mutual capacitance per unit length between two

neighbors on the top layer;
4) mutual capacitance per unit length between a

trace on the top layer with its neighbor on the bottom
layer;

5) mutual capacitance per unit length between two
neighbors on the bottom layer;

6) self inductance per unit length of a trace loop;
7) mutual inductance per unit length between two

neighbors on the top layer;
8) mutual inductance per unit length between a trace

loop on the top layer with its neighboring loop on the
bottom layer;

9) mutual inductance per unit length between two
neighboring loops on the bottom layer.

The minimum number of segments required to model a trans-
mission line are governed by the following two equations:[6]

(1)
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(2)

Our simulations use a rise time of 80 ps and for in the
range of 50–100 , 15–16 segments are sufficient to model long
transmission lines. In our simulations we have taken 20 seg-
ments to model all transmission lines, where each segment is
represented using the model. The on-chip interconnects and
the solder bump was modeled using an L model [7] and the com-
plete SHOCC line was then driven by cascaded CMOS drivers.

B. Substrate Alternatives

In order to accommodate all the signal I/Os with the
pitches dictated by physical limits while maintaining the noise
and timing constraints, various substrate stackups were ex-
plored. The first choice is between an interconnected mesh
power system (IMPS)-like substrate and a more conventional
signal/power stackups. In IMPS configuration, the power and
ground lines alternate between the signal lines. For instance,
for a two-layer IMPS, all the traces in one layer run in the
X direction and all the traces in the other layer run in the Y
direction. In each layer, the power and ground traces alternate
with the signal traces. The mutual couplings between the traces
in the two-layer is quite small due to the traces being perpen-
dicular to each other. However, the problem with this topology
is that the routing densities become half that of conventional
approaches due to the presence of the power and ground traces.
For our design, this would mean that the pitch in the initial
phase would be 6.5 m in two layers or 13 m in each layer.
This is not possible with a minimum trace width of 10 m, as
the minimum pitch that the IMPS can handle is 20 m (with a
trace separation of 10 m). The IMPS topology has, therefore,
not been used in our design. From a routing density point of
view, conventional signal and power/ground layers are more
attractive, and these are discussed next.

Fig. 3 shows two possible stackups with two signal layers
each that can be used to route the signal I/Os. In the first case,
the signal layers are sandwiched between the power and ground
planes. The advantage of this stackup is that the delay and noise
on both the signal layers is close to identical. However, signal
vias have to cut through the first plane, making routing more
difficult. In the second case, the signal layers are on top of the
power and ground planes, both of which are placed very close
to each other. This maximizes the amount of decoupling capaci-
tance between the power and ground planes. However, the signal
characteristics in the two layers is not identical since they are at
different distances from the power and ground planes. In our de-
sign, we have chosen the second substrate stackup to exploit the
inherent decoupling capacitance.

For the stackup of above, a noise and timing analysis was
performed using the approach outlined in the next section. The
crosstalk noise in the initial phase of routing only comes out
to be 0.5 V, leaving very little margin for other noise compo-
nents. This was clearly not acceptable. We, therefore, modified
the substrate stackup to include an additional layer between the
two signal layers which acts as a local ground (LG) in the ini-
tial routing phase as shown in Fig. 4. The addition of the local
ground shields the two signal layers from each other and reduces

Fig. 3. SHOCC substrate stackups.

the coupling between the two layers. In the analysis performed
in this paper, we assumed this local ground plane was firmly
tied to the other package ground planes by an array of vias. The
crosstalk noise then comes down to acceptable levels as shown
in Fig. 5, where the two curves correspond to traces on the top
layer with a driver size of 81x. As can be seen from the figure,
considerable reduction in noise can be obtained by adding the
local ground. More than two and half times reduction in noise
was obtained for a trace length of 1 cm.
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Fig. 4. SHOCC substrate with a local ground.

Fig. 5. Crosstalk noise with and without local ground (driver size = 81x) for
a trace on the top layer (width = 10 �m and pitch = 26 �m).

III. SIMULATION RESULTS

A. Impedance and Propagation Time

The extracted values of R, L, and C and the calculated values
of the characteristic impedance and propagation delay for var-
ious dimensional parameters is shown in Table I. For all cases,
the characteristic impedance of the bottom layer is smaller than
that of the top layer while the propagation delay is larger. A
few points can be noted from the table. The proximity of the
bottom layer to the power/ground planes makes the capacitance
parameter larger. It also reduces the loop area, making the in-
ductance smaller. The effect on the capacitance increase domi-
nates over the effect of the decrease in inductance in this case,
leading to the above results. The presence of the local ground
makes the behavior of the top layer approach that of the bottom

layer. The capacitance for both the bottom and the top layer in-
creases, though the increase is more dramatic for the top layer.
The difference in the inductances also decreases. A wider trace
shows larger capacitance values (due to a larger area).

B. Crosstalk Noise

The extracted mutual coupling parameters are listed in
Table II. Without a local ground, the mutual capacitance be-
tween two traces on the top layer is always greater than
the mutual capacitance between two traces on the bottom layer

. This is expected due to the proximity of the bottom
layer to the ground/power planes and, therefore, a larger ca-
pacitance to ground (see Table I). The local ground, as before,
tends to make things more even for the bottom and top traces.
The mutual capacitance between the top and bottom traces is
larger than the mutual capacitance between traces on the same
layer. This is again expected, since edge side capacitance is
smaller than broadside or diagonally placed traces. The mutual
capacitance between the top and bottom layer trace vanishes
when the local ground is introduced. Also, from the last two
rows in the table, it can be seen that for the same pitch width,
a wider trace has higher mutual capacitance than a narrower
trace. Mutual inductance between two traces on the top layer
is larger than the mutual inductance between two traces on
the bottom layer due the larger area of the top layer loops. As
before, the presence of the local ground tends to reduce the
mutual couplings between traces.

The crosstalk noise for the different cases is shown in
Table III. The effect of the stronger couplings for the top layer
can be seen in these results, where the top traces show much
larger crosstalk noise than the bottom traces. The local ground
is very effective in reducing the crosstalk noise in the initial
breakout phase. Noise is reduced by 5–6 times with the addition
of the local ground.

C. Delay

The worst-case delays for the different cases is shown in
Table IV. The delays for a bottom trace are larger than the
delays for a trace on the top layer. This verifies the difference
in the propagation times listed in Table I.

D. Reflection Noise

The reflection noise for a trace in the final routing phase
is shown in Fig. 6. The reflection noise is much smaller than
the corresponding crosstalk noise components and constitutes
a fairly small percentage of the total noise. The total reflection
noise, when all sections are considered together, is 0.006 V for
the bottom trace and 0.028 V for the top trace.

IV. OVERALL BANDWIDTH ANALYSIS

The escape length for the first breakout stage is 1 cm. The
maximum length that a signal has to traverse under the DRAMs,
is 2.2 cm (for 11 DRAMs in a row at a pitch of 2 mm). The
second escape length for a total routing length of 4 cm is 0.8
cm. The total crosstalk noise can, therefore, be determined by
summing the individual components. The maximum crosstalk
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TABLE I
IMPEDANCE AND PROPAGATION DELAY FOR SHOCC LINES

TABLE II
MUTUAL L AND C PARAMETERS FOR SHOCC LINES

values (for 81x driver) which correspond to a trace on the top
layer, have been used.

1) Crosstalk noise for initial breakout pitch 0.19 V,
2) Crosstalk noise for intermediate pitch 0.2 V,
3) Crosstalk noise for final pitch 0.17 V

which gives a total crosstalk noise of 0.56 V.
The reflection noise component comes to 0.03 V, and with an

estimated simultaneous switching noise (SSN) of 0.2 V, the total
noise can be obtained by computing the root sum squares of the
individual components. The total noise is, therefore

V (3)

The total noise is well within the noise budget of 0.7 V. The
worst case off-chip skew on an 8 cm 8 cm substrate is around
0.2 ns. After adding estimated on-chip skew component of 100
ps and a jitter component of another 0.2 ns, we can expect a
cycle time of at least 2 ns. The total I/O bandwidth is then

I/O Bandwidth GB/s (4)

V. ARCHITECTURE

The physical architecture of the FFT system is shown in
Fig. 7. The chip set contains 1 GB of memory distributed
among 128 64 Mb DDR-2 DRAM chips, and four custom 1
cm microaccelerator chips. The FFT is designed as a radix-64
engine, with two microaccelerator chips working together in

TABLE III
CROSSTALK NOISE AT RECEIVER FOR DIFFERENT LAYERS AND DRIVER SIZES

(W=WIDTH; P=PITCH, LG=LOCAL GROUND). SEE FIG. 4 FOR THE MEANING

OF LOCAL GROUND. THE “3x” ETC., REFERS TO THE SIZE OF THE FINAL STAGE

OF THE DRIVER, AS EXPLAINED IN THE TEXT
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TABLE IV
DELAY FOR DIFFERENT LAYERS AND DRIVER SIZES (W=WIDTH; P=PITCH,

LG=LOCAL GROUND). SEE FIG. 4 FOR THE MEANING OF LOCAL GROUND. THE

“3x” ETC., REFERS TO THE SIZE OF THE FINAL STAGE OF THE DRIVER, AS

EXPLAINED IN THE TEXT. DELAY INCLUDES INTERNAL DRIVER DELAY

each stage. Each of the chips, therefore, reads 32 complex
numbers during each FFT computation.

For a 0.25- m technology, it is possible to design a 32-bit
multiply/accumulate unit in less than 1 mm . For a 0.18- m
technology, the area requirement would be even less. Therefore,
it is possible to accommodate a large number of floating-point
units on each chip. Each microaccelerator chip, in our design,
contains an array of 64 32-bit multiply-accumulate units and
32 memory interface channels. Each of the 60-pin DRAMs are
edge-mounted onto a high-density 8 cm 8 cm SHOCC inter-
poser substrate using a previously developed solder-bump edge
mounting technique [8]. This edge-mounting technique permits
chips to be mounted at low cost as no special processing steps
are involved in the assembly. The only limitations are pin count
(50 per cm of edge) and power dissipation (around 0.3–0.4 W

Fig. 6. Reflection noise for the final phase routing (Aw = 10, p = 36).

Fig. 7. Physical architecture of the FFT processor.

due to the limited cooling path). Each memory chip is wired di-
rectly to one (and only one) memory port on a microaccelerom-
eter chip, i.e., there is no shared memory bus, each DRAM has
its own bus. The high-density substrate, thus, contains 128 inde-
pendent 16-bit memory buses, which together with the control
and interaccelerator bus, make up approximately 8000 total nets
to be accommodated. This large amount of wiring is possible in
the SHOCC technology, as it contains three signal, a power and
ground layer in the substrate, with the signal layer being routed
down to 20- m pitch. Each microaccelerator has 2500 signal
pins, requiring a solder bump pitch of 140 m, again, made pos-
sible with the SHOCC technology.

Each microaccelerator chip performs floating-point opera-
tions to contribute to the 64-point FFT. A million-point FFT
performed in Radix-64 requires four stages to complete. To
avoid bus contention for memory reads and writes, we split the
memory into two sets. In the first stage of the FFT, the data is
read from the first set of memory and written to the second set.
In the next stage, data is read from the second set and written to
the first set. This “ping-pong” action cuts the memory conflicts
that would arise if data were read and written to the same set of
memory. The 64-point FFT is further broken down in Radix-8
and, hence, requires two stages to compute. The first two chips
perform the first stage of the FFT and the results of this stage
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Fig. 8. Schedule of operations for the entire 64-point FFT.

are passed to the next two chips, through the high speed bus. A
64-point FFT in Radix 8 would require 32 8-point units, and
these are split evenly between all the chips. Therefore, each
of the two microaccelerator chips in the first stage read in 32
numbers each and perform four 8-point FFTs. After twiddling
the results, the output is passed onto the next two microaccel-
erator chips where the sequence of operation is similar. The
only difference is that the twiddle factors in the final twiddling
stage are different for the chips in the first stage and those in
the second. (The twiddle factors are the terms
in the FFT algorithm, where 0 [9].) The
breakdown of these operations is shown in Fig. 8. By pipelining
the operations as shown, a 64-point FFT can be computed every
20 ns. This is assuming that all the 64 numbers required for the
FFT can be read in 20 ns.

The computation block uses data read from the DRAMs and
the on-chip SRAM to compute the FFT. Details of these oper-
ations are described later in this paper. Apart from the floating-
point multipliers and adders, the arithmetic block also contains
units for swapping and negating data. These are used in the first
two stages of the 8-point FFT, which involve twiddling with .

VI. OPTIMAL FFT ALGORITHM

This section addresses the two main bottlenecks in the design
of the high-performance million-point FFT system. In the first
part, we outline a scheme for the storage and retrieval of data in
DRAMs that minimizes the timing overheads of DRAMs and
makes full use of all the memory bandwidth available in the de-
sign. In the second part, we address an issue specific to an FFT,
that of handling the twiddle factors. By making full use of all
available arithmetic units, the memory bandwidth requirement
can actually be reduced.

A. Memory Addressing Scheme

The key to a successful high-volume, high-performance FFT
system lies in efficient memory management. In our scheme,
presented next, we stagger the results obtained from the pre-
vious stage before storing them in memory. The amount of
stagger is not constant between the FFTs. This places the data
in the correct memories for the next stage. The algorithm is not
in-place, i.e., data is not stored in the same location from which
it was read, but in a different order in another set of memory.
This allows us to efficiently pipeline the READs and WRITEs

Fig. 9. Memory layout of data after the first stage.

to memory. Our scheme is closest in nature to the scheme in
[10], [11], where data in memory is mapped according to the
stride of the algorithm. The main difference is that since the
stride is not constant between different stages of the FFT, an
additional rotation is provided before data is stored in order
to maintain the same stride. In addition, our memory mapping
scheme also takes care of the DRAM-related issues like the
precharge/refresh times.

For the Radix-64 case, the memory mapping scheme can be
extended, and is given by the following relation:

DRAM No (FFT No index (5)

where FFT No index and index refers to the index
number of the data 0 index 1 048 575 .

The memory allocation for any stage is given in Fig. 9. This
scheme introduces a stagger of 64 required in each stage and
can be easily implemented using shift-registers at the input and
output.

1) Memory Mapping of Data Into Different DRAMs: The
above scheme would work perfectly if an ideal memory was
used, i.e., if a particular data from any row/column address
could be read in the given time. This is not the case with
conventional DRAMS where the row precharge times can add
significant timing overheads. For our design, we have used
DDR SDRAM (MT46V4M16) from Micron Semiconductor
Products Inc.1 The DDR SDRAM can read or write data at both
the rising and falling edge of the clock, which makes it faster
than other SDRAMs. In the chosen DDR SDRAMs, a random
access request takes 60 ns to serve (compared with less than
5 ns for modern SRAMs). Thus, if the data accesses were all
truly random the total memory bandwidth of our system would
be 15 Gb/s and the FFT performance unacceptably low. The
total memory is divided into four banks, and each row is of
4096 bits. Once a row in a particular bank has been activated,

1128-Mb DDR SDRAM Datasheet. http://www.micron.com/products/
datasheets/ddrsdramds.html
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TABLE V
SOME OF THE TIMING PARAMETERS ASSOCIATED WITH DDR SDRAM

Fig. 10. State diagram showing the timing of different commands.

data from that row can be read or written every 5 ns. However,
a minimum burst size of two is required for this. Another bank
in the same memory can be activated while the first bank is
still active after a time of 15 ns. The various relevant timing
parameters have been summarized in Table V.

To minimize the overheads due to precharge times, bank, row,
and column addresses have to be generated in a fashion that
hides the row activation time. The state diagram in Fig. 10 shows
the relative timing of the active and read/write commands. Each
state takes 5 ns, and one FFT can be completed in 20 ns. The
reads and writes are always in a burst of four and once the
read/write command is issued data appears on the data bus every
5 ns after an initial latency of two clock cycles. The key point
to note here is that an active command can be given to another
bank while data is being read/written to the previous bank. In
our scheme, a 64-bit complex data is written in four adjacent
columns and, hence, data is always accessed in a burst of four.
An extra state of no operation (NOP) is required between the
active command and the read/write command. This is because
commands can be registered only at the positive clock edge even
though data could appear on the data bus on both edges of the
clock.

The scheme for generating bank and row addresses is dif-
ferent for reads and writes and is summarized below.

Reads:

Row No FFT No (6)

Bank No FFT No (7)

Writes:

Row No FFT No (8)

Bank No FFT No (9)

where FFT No index as before. A row hop takes place
after every four FFTs while reading and after every 256 FFTs
while writing. A bank hop takes place after every FFT while
reading and after every 64 FFTs while writing.

B. Twiddle Factor Generation Scheme

The other point of consideration in the design of the FFT
system is the handling of the twiddle factors. For most small
DSP systems, the twiddle factors can be stored in on-chip
memory. This works fine for smaller systems but would require
huge amounts of memory for large systems, like the one under
consideration. For a million-point FFT under consideration, a
million twiddle factors would have to be stored in memory.
This would not only double the physical memory requirement
but also the number of memory channels. The other alternative,
which we discuss next, is to generate the twiddle factors needed
for the FFT on the chip itself. As discussed before, computing
an FFT in Radix 64 is equivalent to breaking down one row of
numbers into a two-dimensional (2-D) array of 64 rows. This
can be expressed as [9]

(10)

where is the twiddle factor required to twiddle the
64-point FFT results for the next stage computations and is
given by

(11)

For a Radix-64 FFT, L is 64 in the equation for the 2-D rep-
resentation. The sequence of operations is then:

1) compute the 64-point FFT of each column;
2) twiddle the results with ;
3) compute the FFT of each row.
For the twiddle factors, varies from 0 to 63 in all stages,

while takes on values depending on the stage. For our
twiddle factor generation scheme, we store an initial 64 twiddle
factors (corresponding to 1 in the previous equation) in
on-chip SRAM. Twiddle factors for the any FFT can be gener-
ated from the twiddle factors of the previous FFT and the initial
twiddle factor set. This can be seen from the following equation:

(12)

The initial twiddle factor set for the next stage can be gener-
ated in the previous stage by storing the twiddle factor values
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Fig. 11. Sequence of operations for the FFT engine.

corresponding to 64. This can be seen from the equation
given below

(13)

In this way, with a relatively small amount of on-chip
memory, all the twiddle factors can be generated on-chip, and
no extra memory bandwidth is required. This assumes that
the twiddle factors for the next stage can be computed in the
previous stage, along with the computations of the FFT. For an
FFT systems, this is possible because the first two stages of the
eight-point FFT computation does not require any multiplica-
tions and the 64 32-bit floating point multipliers can be used in
generating the twiddle factors for the next stage. The sequence
of operations is shown in Fig. 11. All the computations required
for the FFT can be completed well within the budget of 20 ns.

VII. CONCLUSION

By utilizing the SHOCC thin-film MCM, flip-chip solder
bump technology, we were able to provide a high memory
bandwidth for the FFT engine. With five metal layers and
a solder bump pitch of 140 m, an I/O bandwidth of over
100 Gb/s/cm chip could be achieved with sufficiently good
noise control. A key element to such high I/O bandwidth was
the use of a redistribution layer with a local ground. Further
improvements in system performance were obtained by using
an efficient memory management scheme that allowed DRAMs
to be used in place of expensive SRAMs. The FFT engine com-
putes a 64 point FFT in 20 ns. A million-point FFT, can be done
in four stages, with 16 384 64-point FFTs in each stage. The
total time to compute the million-point FFT is, therefore, 1.31
ms. The performance capability of our system is as follows.

1) Peak performance of 2.56 10 (if all arithmetic units
were 100% occupied).

2) Peak memory bandwidth of 47.6 GB/s (i.e., if all DRAMs
were operating continuously in burst mode).

3) Sustained floating point performance of 8.64 10
FLOPS, corresponding to 763 million-point FFTs/s.

4) Sustained memory performance of 47.6 GB/s.

We compared the performance of our FFT engine with two
other systems. The first one uses four BOPS Inc. DSP chips.2

2http://bopsnet.com/cores

The system has four 32-bit memory channels. Each chip has four
procesing elements (PEs), and each of the PEs has five floating
point (FP) units. This system would take up approximately 80
cm of PCB and would perform a million-point FFT in 21.5
ms, more than an order of magnitude slower than ours. We also
compared our engine with a G4 Velocity Engine implementation
of the FFT, using the Motorola’s Altivec technology. Computing
a million-point FFT on their system takes 511 ms, almost 400X
slower than ours [12].
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